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Abstract

This study models the supply chain related cash flow risks for a business entity measured by the standard deviations of cash inflows, outflows, and netflows of each period in a planning horizon. The goal is to provide an insightful look on how common practices that intend to improve the Cash Conversion Cycle (CCC), e.g., offering early payment discounts, may contribute to cash flow risks. We show the benefits and recommend the best policy of using Asset-Backed Securities (ABS) to finance accounts receivable as a means to shorten the CCC and lower the cash inflow risk. It is particularly helpful to small vendors having tight cash reserves and high financing costs.
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1. Introduction

Cash is a vital resource needed to support almost all activities in an organization. It provides a cushion for companies during difficult times, and allows them to swiftly take advantage of growth opportunities by expansion. A study conducted by Sloan [24] showed that the cash flow component of earnings is a better indicator of the persistence of earnings performance than the accrual component of earnings. We study cash flows generated from regular business operations as they are closely related to supply chain activities. Among the three supply chain flows, physical, information, and cash, previous supply chain studies focused more on the first two flows. For example, the bullwhip effect, which causes increasing fluctuations of order patterns moving upstream along a supply chain, demonstrates the relationship between the information flow and physical flow [14], and a great number of studies have devoted to quantifying and/or identifying ways to reduce such an effect (see for example, [1,3,6,8,9,15,16,17,18,23]). However, the relationship between the physical flow and cash flow is less explored. In [4], the authors recognized a trend in which more corporate executives are now extending the supply chain manager’s accountability from functional efficiency (reducing operating costs) to organization wide efficiency such as cash flow efficiency. As a result, a better understanding of the causal relationship between supply chain performance and financial measures is critical to both supply chain and financial managers. The main objective of this study is to establish such a relationship with a focus on cash flow risks using a simple framework which allows us to observe the dynamics of supply chain related cash flows.

The Cash Conversion Cycle (CCC) [10], also known as the Cash-to-Cash Cycle or simply the Cash...
Cycle, is heavily dependent on a company’s supply chain capability. Shorter CCC means lower financial costs to fund business operations. To reduce the CCC, a company can reduce days-in-inventory, shorten days-in-receivables and prolong days-in-payables. These three time-related factors are affected by the lead time of production, credit periods of receivables and payables, and early collection/payment patterns due to trade discounts. Dell Computer financed its parts and components costs with the credit offered by its suppliers because of its negative 40 days CCC [22]. This practice puts more financial burdens on smaller suppliers, who either need to finance the credit periods with a higher interest rate, or offer deep early payment discounts to reduce CCC. Moreover, a potential problem of focusing on reducing the CCC is that it does not address any risk factors. For example, when a discount is offered as a means to reduce days-in-receivables, it usually increases cash inflow risks due to the lack of knowledge in predicting the amount of early collection. The main purpose of this study is to measure the supply chain cash flow risks with respect to a few time related risk factors, including the lead time, credit periods of Accounts Receivable (AR) and Accounts Payable (AP), and early receipt/payment patterns.

We show that some common practices intended to reduce the CCC can lead to higher cash flow risks and demonstrate that properly structured asset-backed securities, which acquire a fixed portion of AR, can reduce a vendor’s financial costs, CCC and cash inflow risks. The next section lays the groundwork for this study including the assumptions and the relationships among demands, sales, inventories and cash flows. Section 3 introduces the design of the simulation study and presents all simulation results. Section 4 establishes the analytical result to support the use of Asset-Backed Securities (ABS) as a win-win solution to finance accounts receivable and identifies the best ABS policy to minimize cash inflow risks. Section 5 provides the conclusion of this study.

2. Measuring cash flow risks

Supply chain management emphasizes the coordination among supply chain members from suppliers and their suppliers to distributors and their customers. Lee and others [15] quantified the bullwhip effect and showed the potential of variance reduction due to information sharing. Raghunathan [21] showed that the variance reduction due to information sharing was not as much as what originally indicated in [15] because suppliers could extract demand information from order information given by their customers when demands are stationary.

On the cash flow side, the CCC is one of the popular supply chain performance measures [5,26]. It contains three elements, 1) days in inventory, 2) days in receivables, and 3) days in payables, and can be expressed as

$$\text{CCC} = \frac{\text{Inv}/(\text{COGS}/365) + \text{AR}/(\text{Sales}/365)}{-\text{AP}/(\text{COGS}/365)}$$

where Inv and COGS represent average inventory and annual Cost of Goods Sold respectively. The three cycle times vary across industries and may depend on the market power of the organization with respect to its customers and suppliers. The three time related factors that impose significant influences on the CCC and cash flow risks to an organization are:

1. The lead time for internal processing (production and delivery) and the timing of its related cash outflows,
2. The credit periods for AR to its customers and the pattern of early collection of AR, and
3. The credit periods for AP from its suppliers and the pattern of early payment of AP.

Since most trade terms are negotiated for a long period of time, we assume that trade discounts for early collection of AR and early payment of AP are constants. As a result, the patterns of early collection and payment are independent of the discount rates. Using a three tier supply chain structure, we assume the organization of interest is a manufacturer who purchases parts and components from several suppliers and delivers finished goods to several customers. It adopts a make-to-stock policy in which all orders received in each period are shipped in the same period and unfilled orders are lost. There is an $t$-period lead time needed to process and ship finished goods to the customers, during which the payment for processing and shipping costs are evenly spread. The manufacturer offers a credit term, $(c_r/1, \text{net } r)$, to its customers, i.e., a $c_r$ (usually 2%) discount if payment is received in the next period after delivery or the full amount is due within $r$ periods. We assume customers either pay within the discount period or wait until the full term because there is no incentive to pay early after missing the discount period. Similarly, there is a credit term granted by the suppliers to the manufacturer, $(c_p/1, \text{net } p)$. The length of each period is determined by the review cycle of cash related decisions. In any time period $t$, the proposed model allows the manufacturer to produce a cash flow forecast with an emphasis on the cash flow
risk (standard deviation) for future periods based on supply chain activities.

2.1. Demands

When quantifying the bullwhip effect in a supply chain, Lee et al. [15] used an AR(1) autoregression model first appeared in [11],

$$ D_{t+1} = d + \rho D_t + \epsilon_{t+1}, \quad t = 0, 1, 2, \ldots (1) $$

for the demand of time period $t+1$ given the demand of time period $t$, $D_t$, where $d$ is a constant and $-1 \leq \rho \leq 1$ is the correlation between $D_t$ and $D_{t+1}$. The noise element, $\epsilon_{t+1}$, $t \geq 0$, is a random variable drawn from an independent identically distributed normal distribution $N(0, \sigma^2)$. Note that $D_t$ in [15] represents the quantity of goods whereas in this study, $D_t$ denotes the total dollar amount of all orders in time period $t$.

In order to make the production decision discussed in the next section, we need to forecast future demand $D_{t+i}$ from its expected value $E[D_{t+i}]$. The following Lemma expresses all expected future demands and their associated risks in terms of $d$, $\rho$, $D_t$, and time period index $t+i$. It also provides some asymptotic behavior of future demands.

**Lemma 2.1.** Given the AR (1) demand distribution in (1), the following results hold when $D_t$ is known.

1. $E[D_{t+i}] = \frac{d(1-\rho^i)}{1-\rho} + \rho^i D_t$ or in expanded form as $d(1+\rho^2 + \ldots + \rho^{i-1}) + \rho^i D_t$
   - (a) When $\rho \to 0$, $\mu_{t+i}$ tends to $d$
   - (b) When $\rho \to 1$, $\mu_{t+i}$ tends to $id + D_t$
   - (c) When $\rho \to -1$, $\mu_{t+i}$ tends to $i[l \mod 2]d + (-1)^l D_t$

2. $\text{Var}[D_{t+i}] = \sigma^2 \frac{(1-\rho^{2i})}{1-\rho^2}$ or in expanded form as $\sigma^2(1 + \rho^2 + \rho^4 + \ldots + \rho^{2i-1})$.
   - (a) When $\rho \to 0$, $\sigma^2_{t+i}$ tends to $\sigma^2$
   - (b) When $\rho \to -1$, $\sigma^2_{t+i}$ tends to $i\sigma^2$

3. $\text{Cov}[D_{t+i}, D_{t+j}] = \rho^{j-i} \sigma^2_{t+i}$ for $j > i > 0$.
   - (a) When $\rho \to 0$, $\text{Cov}[D_{t+i}, D_{t+j}] \to 0$
   - (b) When $\rho \to 1$, $\text{Cov}[D_{t+i}, D_{t+j}] \to i\sigma^2$
   - (c) When $\rho \to -1$, $\text{Cov}[D_{t+i}, D_{t+j}] \to (-1)^j i\sigma^2$

**Proof.** See Appendix A. □

The rest of this paper assumes $\rho > 0$, which is more reasonable in practice.

2.2. Production, inventory, and sales

Let $K_{t+i}$ be the amount of production in sales value completed the $i$-period process in period $t+i$. Due to the lead time, parts and components for $K_{t+i}$ must arrive in $t+i-l$ and the production be started in $t+i-l+1$ to meet the potential demand in $t+i$. Hence, the level of production ($K_{t+i}$) is determined by the forecast of the future demand, $D_{t+i}$, and inventory level, $I_{t+i-1}$, from period $t+i-1$. The sales amount in $t+i$ is thus $S_{t+i} = \min (D_{t+i}, I_{t+i-1} + K_{t+i})$. When $D_{t+i} > I_{t+i-1} + K_{t+i}$, we have lost sales. Otherwise, we have inventory $I_{t+i} > 0$ due to forecast errors. The inventory level at the end of $t+i$ is determined by $I_{t+i} = \max (I_{t+i-1} + K_{t+i} - S_{t+i}, 0)$. To reduce the chance of stockout, the manufacturer includes a fixed level of safety stock, SS, in the inventory. Because $D_{t+i} = 1, 2, \ldots$, are random variables, $K_t$, $S_t$, and $I_t$ are also random variables. When the value of a random variable $V_i$ is realized, we denote it as $\hat{V_i}$. The cost of processing $K_{t+i}$ is consisted of two parts, the processing and shipping/handling cost which we call the $\alpha$-cost and the parts and components cost which is called the $\beta$-cost. The $\alpha$-cost is a fixed percentage, $\alpha$, of $K_t$ for all $i$. It includes labor cost and any overheads that can be attributed to $K_t$. The $\beta$-cost is also a fixed percentage, $\beta$, of $K_i$ for all $i$. It covers the parts/components cost. If $\alpha + \beta < 1$, we have a positive gross profit.

The manufacturer makes its production decision in time period $t$ for $K_{t+i}$ by substituting the involved random variables with their realized values if realized or with their expected values if not realized yet. Table 1 lists the relationship between these variables using an example in which $l = 3$. In the table, all the values of $K_t$, $S_t$, and $I_t$ for $i \leq t$ are realized. The expected value $E[D_{t+i}]$ based on information available in time period $t$ is used as the forecast for $D_{t+i}$. Due to the 3-period lead time, production level $K_{t+i} = E[D_{t+3}] + (SS - E[I_{t+2}])$ is committed in period $t$ based on the forecast demand $E[D_{t+3}]$ and an adjustment factor $SS - E[I_{t+2}]$ to maintain the safety stock level when $SS > E[I_{t+2}]$ or to reduce excessive inventory when $SS < E[I_{t+2}]$. For simplicity reason we omit the subscript $t$ for all expected values estimated based on information available at time $t$, i.e., $E[X] = E[I_{t+2}]$. Likewise, $\tilde{K}_{t+i} = E[I_{t+2}] + SS - E[I_{t+2}]$ and $\tilde{E}[I_{t+i} + K_{t+i}]$ have been determined earlier in time periods $t-2$ and $t-1$ respectively based on the information available then. To obtain the value of $E[I_{t+2}]$ for the adjustment factor in $\tilde{K}_{t+3}$, one can recursively substitute the terms in $I_{t+2}$, $S_{t+2}$, $I_t$, and $S_{t+1}$ from Columns (3) and (4) of Table 1 until all terms
are replaced by either realized constants or expected future demands to reach
\[ E[h_{t+2}] = \begin{cases} \bar{T}_t + \bar{K}_{t+1,1} + \bar{K}_{t+1,2} - E[D_{t+1}] - E[D_{t+2}] & \text{if } E[h_{t+1}] = 0 \text{ and } E[h_{t+2}] > 0 \\ \bar{T}_t + \bar{K}_{t+1,1} + \bar{K}_{t+1,2} - E[D_{t+1}] - E[D_{t+2}] & \text{if } E[h_{t+1}] > 0 \end{cases} \]

In general, the production decision in period \( t \) is made according to \( \bar{K}_{t+1} = E[D_{t+1}] + SS - \{I_{t+1,t}\} \). Future production levels, \( \bar{K}_{t+1}, i \geq t+1 \), do not need to be committed until later periods. Thus, we simply set \( E[\bar{K}_{t+1}] = E[D_{t+1}] \) because the adjustment factor is zero due to the fact that \( E[I_{t+1,t+1}] = SS \) for \( i \geq t+1 \) before obtaining any further information to update future forecast errors. Even though \( \text{Var}[D_{t+1}] \) increases as \( i \) increases, the manufacturer adopts a constant SS because future production levels after \( t+1 \) will be determined later with the arrival of new information, which reduces the variances because \( \text{Var}[D_{t+1}] \geq \text{Var}_1[D_{t+1}] \) according to Lemma 2.1.

### 2.3. Cash inflows and outflows

We use \( R_{t+i} \) to represent the amount credited to AR due to early collection from customers for the sales, \( S_{t+i-1} \), in period \( t+i-1 \). \( R_{t+i} = \gamma_{t+i} S_{t+i-1} \) is a random variable because we assume both the proportion of early collection \( 0 \leq \gamma_{t+i} \leq 1 \) and \( S_{t+i-1} \) are random variables. Further, they are independent of each other because customers do not coordinate their payment activities amongst themselves. The balance of the sales \( (1 - \gamma_{t+i}) S_{t+i-1} \) is due in period \( t+i+r-1 \) due to the credit term of \( r \) periods. Note that for early collection, the manufacturer actually receives \((1 - c_r) R_{t+i}\) instead of \( R_{t+i}\), because of the early collection discount. Thus, total cash inflow in time period \( t+i \) can be written as

\[ \text{IN}_{t+i} = (1 - c_r) R_{t+i} + (S_{t+i-1} - R_{t+i-r}) \]

\[ = (1 - c_r) \gamma_{t+i} S_{t+i-1} - (1 - \gamma_{t+i-r}) S_{t+i-1} \]

\[ = (1 - c_r) \gamma_{t+i} S_{t+i-1} - (1 - \gamma_{t+i-r}) S_{t+i-1} \]

Table 2 details the cash inflows and outflows based on the same scenario in Table 1 and \( r = 3, p = 2 \). Again, all random variables for periods on and before period \( t \) are known constants. Column (5) shows the amount of early collection credited to AR when received one period after the sales. Column (6) records the total cash inflow in each period. It is consisted of the cash receipt from the early collection of the previous period delivery and collection of the unpaid portion of sales completed \( r \) periods ago. Due to the 3-period credit term, in \( t+1, t+2 \) the manufacturer is still collecting from realized sales in

| Table 1 |
| Demand, production and sales in various time periods |
| Time | (1) \( D_t \) | (2) \( K_t \) (l=3) | (3) \( S_t \) | (4) \( I_t \) |
| ... | ... | ... | ... | ... |
| \( t-2 \) | \( D_{t-2} \) | \( K_{t-2} \) | \( \bar{S}_{t-2} \) | \( \bar{I}_{t-2} \) |
| \( t-1 \) | \( D_{t-1} \) | \( K_{t-1} \) | \( \bar{S}_{t-1} \) | \( \bar{I}_{t-1} \) |
| \( t \) | \( D_t \) | \( K_t \) | \( \bar{S}_t \) | \( \bar{I}_t \) |
| \( t+1 \) | \( D_{t+1} \) | \( \bar{K}_{t+1} \) | \( \bar{S}_{t+1} \) | \( \bar{I}_{t+1} \) |
| ... | ... | ... | ... | ... |

| Table 2 |
| Cash inflows and outflows in various time periods |
| Time | (5) \( R_t \) | (6) IN \((r=3)\) | (7) \( \alpha_t \) (l=3) | (8) \( \beta_t \) (p=2) |
| ... | ... | ... | ... | ... |
| \( t-2 \) | \( R_{t-2} \) | \( \bar{I}_{t-2} \) | \( \bar{S}_{t-2} \) | \( \bar{I}_{t-2} \) |
| \( t-1 \) | \( R_{t-1} \) | \( \bar{I}_{t-1} \) | \( \bar{S}_{t-1} \) | \( \bar{I}_{t-1} \) |
| \( t \) | \( R_t \) | \( \bar{S}_t \) | \( \bar{I}_t \) | \( \bar{I}_t \) |
| \( t+1 \) | \( R_{t+1} = \gamma_{t+1} S_{t+1} \) | \( (1 - c_r) R_{t+1} + (1 - \gamma_{t+1}) S_{t+1} \) | \( \bar{S}_{t+1} \) | \( (1 - c_r) \gamma_{t+1} S_{t+1} \) |
| \( t+2 \) | \( R_{t+2} = \gamma_{t+2} S_{t+2} \) | \( (1 - c_r) R_{t+2} + (1 - \gamma_{t+2}) S_{t+2} \) | \( \bar{S}_{t+2} \) | \( (1 - c_r) \gamma_{t+2} S_{t+2} \) |
| \( t+3 \) | \( R_{t+3} = \gamma_{t+3} S_{t+3} \) | \( (1 - c_r) R_{t+3} + (1 - \gamma_{t+3}) S_{t+3} \) | \( \bar{S}_{t+3} \) | \( (1 - c_r) \gamma_{t+3} S_{t+3} \) |
| ... | ... | ... | ... | ... |
the past where $\gamma_{t-1}$, $\gamma_t$, and $\beta_t$ are known constants. In $t+3$, $\beta_t$ is known, but $\gamma_{t+1}$ is not realized yet, leading to a higher risk than those in $t+1$ and $t+2$. After $t+3$, every element in Eq. (2) is a random variable. As a result, the cash inflow risks in the first two periods of the planning horizon are substantially lower than the later periods.

Column (7) lists the $\alpha$-cost in each period. Due to the 3-period lead time, there are three production batches running simultaneously in each period at three different stages toward completion. The $\alpha$-cost in $t+1$ involves three committed production batches, $K_{t+1}$, $K_{t+2}$, and $K_{t+3}$. Hence the risk is zero. It increases in periods $t+2$ and $t+3$ as the constant portion of the $\alpha$-cost is diminishing. In general, the $\alpha$-cost in $t+i$ for processing the $i$ batches, $K_{t+i}$, is $\alpha \sum_{k=0}^{i-1} K_{t+i+k}$. Column (8) records the $\beta$-cost in each period. For example, due to the production lead time, parts and components for $K_{t+4}$ are received in $t+1$. In $t+2$, the manufacturer pays $(1-c_p)\delta_{t+2}K_{t+4}$ for an early payment discount and starts processing $K_{t+4}$. $\delta_{t+2}$ is a random variable representing the proportion of $\beta K_{t+4}$ paid early. The balance is paid in period $t+3$ due to the credit term $p=2$. In period $t+2$, the manufacturer also pays the balance of $\beta K_{t+4}$ delivered in $t$. Thus total $\beta$-cost in $t+2$ is $\beta[(1-c_p)\delta_{t+2}K_{t+4} + (1-\delta_{t+2})K_{t+3}]$. Periods $t+1$ and $t+2$ have lower $\beta$-cost risks because they include the payment to some realized purchases of parts and components.

The time shift of cash inflows between sales and cash receipts is contributed by the credit term, $r$, and the time shift between the internal operations and the realization of the $\alpha$-cost is due to the lead time, $l$. However, the time shift between the receipt of parts/components and the realization of the $\beta$-cost is affected by both $l$ and the credit term, $p$. In general, for period $t+i$, $0 \leq \delta_{t+i} \leq 1$ is a random variable, independent of $\beta K_{t+i-1}$ (delivered in $t+i-1$), representing the proportion of $\beta K_{t+i-1}$ paid early in period $t+i$. In addition, the manufacturer pays for the parts and components received $p$ periods ago for the production of $K_{t+i-1-p}$ less the early payment made in $t+i-p+1$.

Thus, total cash outflow in period $t+i$ is

$$O_{t+i} = \beta[(1-c_p)\delta_{t+i}K_{t+i-1} + (1-\delta_{t+i-p+1})K_{t+i-1-p}] + \frac{\alpha}{l} \sum_{k=0}^{i-1} K_{t+i+k}, \text{ for } i = 1, 2, \ldots$$

In practice, an individual order might not be split and paid partially for a discount. However, since $S_i$ and $K_i$ represent the sum from a large number of orders, we assume that the overall portion of orders paid early can be approximated by $\gamma_i$ and $\delta_i$. From the discussion based on the example in Tables 1 and 2, we learn that lead times and credit terms cause the time gap between supply chain physical flows (sales) and cash flows. Longer lead times and credit terms reduce the risks of cash flows due to a larger realized portion of the random variables involved. It, however, increases the CCC.

Summing up Eqs. (2) and (3), we obtain the netflow for each period as

$$N_{t+i} = (1-c_r)\gamma_{t+i}S_{t+i-1} + (1-\gamma_{t+i-1})S_{t+i-r} - \beta(1-c_p)\delta_{t+i}K_{t+i-1} + \beta(1-\delta_{t+i-p+1})K_{t+i-1-p} + \frac{\alpha}{l} \sum_{k=0}^{i-1} D_{t+i+k} \text{ for } i = 1, 2, \ldots$$

From (4), when there is no early collection and payment (all $\gamma_i$ and $\delta_i$ are 0), the netflow reduces to

$$N_{t+i} = S_{t+i-r} - \beta K_{t+i-1-p} - \frac{\alpha}{l} \sum_{k=0}^{i-1} K_{t+i+k}.$$  

When $p=l+r$, the suppliers fully finance the manufacturer’s $\beta$-cost to cover the periods of processing lead time and AR credit terms because $N_{t+i} = S_{t+i-r} - \beta K_{t+i-1-p} - \frac{\alpha}{l} \sum_{k=0}^{i-1} K_{t+i+k}$, i.e., receiving the payment for the sales of $S_{t+i-r}$ from the customers and paying the $\beta$-cost to the suppliers for $K_{t+i-1}$ in the same period. When $p>l+r$, the suppliers finance the manufacturer beyond what they delivered. This scenario usually happens between a small vendor and its larger and more dominant customers, where the vendor is compelled to accept longer credit terms in order to keep the business. However, the financial cost would have been lower should the customers finance their own accounts payable because larger organizations normally receive more favorable terms from the banks than smaller companies. All phenomena described in this section are verified by the simulation study detailed in the next section.

3. Simulation experiment

3.1. Design of simulation experiments

The simulation study is designed to identify the patterns of cash flows under the assumptions described in the previous section. Unless specified otherwise, all simulation runs are conducted based on the following parameters.

(1) $d=200$ and $\sigma=25$: We set $\sigma$ significantly smaller than $d$ to avoid negative demands and large forecast errors. In addition, the safety stock SS is set at $3\sigma$
(2) \( t=30 \): We set the decision point at period 30, allowing the demand process to settle into a stable state.

(3) \( \alpha + \beta = 0.9 \): This is to allow a 10% gross margin, in-line with most matured products.

(4) An eight-period planning horizon: Due to the \( \rho \)-factor, the AR(1) series becomes stationary after a few periods, i.e., \( E[D_{t+k}] \approx E[D_{t+k+1}] \approx E[D_{t+k+2}] \approx \ldots \). The phenomenon limits the model’s ability to forecast demands too far into the future. Therefore, we set our planning horizon to eight periods.

(5) \( \rho = 0.7 \): As mentioned earlier, a positive \( \rho \) is more reasonable in practice. The value of 0.7 is chosen to ensure that it is not too small to turn the expected future demands stationary very soon. Lower \( \rho \) values make the demand stable and the problem less challenging.

(6) Distributions of \( \gamma_i \) and \( \delta_i \): Three distributions and a constant rate are chosen to represent the behavior of \( \gamma_i \). The uniform distribution represents the scenario where there is no knowledge about the trading partners’ early payment patterns. On the other extreme, the constant rate represents the scenario of having complete knowledge about the early payment pattern. The normal distribution and triangular distribution are somewhere between the two extreme scenarios, where the former is a popular distribution and the latter is easy for a decision maker to estimate its parameters. For \( \delta_i \), we use a triangular distribution with a smaller range since the manufacturer has better knowledge about its own early payment pattern.

All simulation results presented hereafter are obtained from the averages of 500 simulation runs. The first simulation result presented in Fig. 1 verifies the accuracy of the simulation setup by comparing the expected demands obtained from Lemma 2.1 and the average demands from the simulation runs for periods \( t+1 \) to \( t+8 \) along with their respective one standard deviation ranges. The center line and the two one-standard-deviation lines overlap greatly between the expected and simulated results. The chart shows that the risks (standard deviations) of future demands increase over time and the simulated results closely follow the analytical results. From (2) of Lemma 2.1, we observe that \( \sigma_{t+i}^2 \) increases as we move toward future periods (larger \( i \)) when \( \rho \neq 0 \). In addition, \( \sigma^2 < \sigma_{t+i}^2 < i \sigma^2 \) provides the upper and lower bounds for \( \sigma_{t+i}^2 \). When demands are highly dependent (\( \rho \rightarrow \pm 1 \)), the variances of future demands increase linearly with respect to \( i \).

Fig. 2 shows the expected demands and average simulated sales under three levels of SS and beginning inventory \( I_t \), namely, (1) \( SS = I_t = 0 \), (2) \( SS = I_t = 3 \sigma \), and (3) \( SS = I_t = 5 \sigma \) when \( l = 3 \). As SS increases, the chance of stockout is reduced resulting in a smaller gap between the average sales line and the expected demand line. In the cases of \( SS = 3 \sigma \) and \( SS = 5 \sigma \), the gap grows bigger as we move toward later periods. In the SS = 0 case, the gap is more significant starting from \( t+1 \) due to the lack of beginning inventory and safety stock to meet demands in all periods. According to the periodical review model, future production levels (those after period \( t+l \)) will be reevaluated and committed later with additional information, providing a chance to reduce the gap.

3.2. Cash inflows

Fig. 3 shows the simulated cash inflow risks, \( \sqrt{\text{Var}[IN_{t+i}]} \), under \( l=3, r=4, SS=3\sigma \) and the three distributions of \( \gamma_{t+i} \) mentioned earlier plus two constant \( \gamma \)'s. The cash inflow risks from the constant \( \gamma = 0 \) and \( \gamma = 0.5 \) (standard deviation=0) cases are much lower than those from the remaining three distributions with the uniform distribution \( U(0,1) \) (standard deviation=0.289)
having the highest risk followed by the normal distribution, \( N(0.5, 0.2^2) \) (standard deviation=0.2), and the triangular distribution, \( \text{Triang}(0.2, 0.5, 0.8) \) (standard deviation=0.122). When there is no early collection discount offered, there is no incentive for early payment, resulting in \( \gamma = 0 \). It has zero risk in the first 4 periods due to the collection of realized sales. If we use it as a benchmark for assessing cash inflow risks from early collection, the case when \( \gamma = 0.5 \) is the only one that does not significantly elevate the cash inflow risk. In addition, the more the manufacturer knows about the early collection patterns of its customers (smaller standard deviations for the \( \gamma_t \) distribution), the lower the early collection risk. Except for the \( \gamma = 0 \) case, all distributions have a mean of 0.5. Average cash inflows for the \( \text{Triang}(0.2, 0.5, 0.8) \) case is charted in Fig. 4 with its \( \pm 3\sigma \) range. Figs. 3 and 4 also support our earlier observation that the first \( r-1 \) periods involve lower cash inflow risks. Period \( t+2 \) has a higher cash inflow than period \( t+1 \) and \( t+3 \) because the early collection in period \( t-1, \gamma_t \gamma_{t-1} \), happened to be low resulting in the higher balance collected at the end of the credit period. Fig. 5 shows the average stockout amount and the probability of stockout from the 500 simulation runs under \( l=3 \) and \( SS=3\sigma \). Although the stockout amount is small relative to the demand level, it and the probability of stockout increase over time as the risks for future demands are higher. Note that with the arrival of new information in \( t+1 \), the production level for \( t+4 \) will be reevaluated and committed. As a result, the probability of stockout will reduce with every periodical update.

The simulation result shows that using cash discounts to shorten the CCC may increase the cash inflow risk due to the added risk derived from the early collection pattern unless the early collection ratio is a constant. According to the simulation result in Figs. 3 and 4, a company having available credit lines with its banks can set a higher and riskier AR collection policy either by shortening the credit period \( r \) or by offering higher trade discount \( c_t \), because it has a better leverage to cope with the increased risk in the future, \( t+r \) and beyond. For businesses having tight credit lines and needing longer time to raise cash, offering longer credit terms makes future cash inflows more predictable in the next \( r-1 \) periods at the cost of worsening its CCC.

### 3.3. Cash outflows and netflows

As the manufacturer has more control over its own payment to its suppliers, we use a triangular distribution with a smaller range \( \delta_{t+1} = \text{Triang}(0.15, 0.2, 0.25) \) (standard deviation=0.02). The first three lines in Fig. 6
shows the simulated cash outflow risks under three different combinations of \((\alpha, \beta)\) and \(l=5, p=2\). The three instances are \((0.1, 0.8), (0.45, 0.45)\) and \((0.8, 0.1)\) where \(\alpha + \beta\) is always 0.9. The fourth line represents the \((0.8, 0.1)\) case but with \(l=p=3\) for comparison purposes. All other simulation parameters are the same as before. Comparing the first three lines, the cash outflow risk in the \((0.1, 0.8)\) case (Line 1) reveals more of the risk derived from the \(\beta\)-cost while the \((0.8, 0.1)\) (Line 3) case demonstrates more of the risk pattern from the \(\alpha\)-cost. Apparently, the \(\beta\)-cost contributes more to the outflow risk because Line 1 is above Line 3. As observed in Section 2.3, Line 1 has lower risks in the first two periods because \(p=2\). Similarly, due to \(l=5\), Line 3 gradually increases from \(t+1\) to \(t+5\) and reaches a stable level after \(t+5\) because the realized portion of the \(\alpha\)-cost is diminishing from \(t+1\) to \(t+5\). Line 2 stays in-between Line 1 and Line 3 as the outflow is equally divided between the \(\alpha\)-cost and \(\beta\)-cost.

Comparing Line 3 with Line 4, both have the same \(\alpha=0.8\) and \(\beta=0.1\) cost structure. Due to the different lead times, Line 3 reaches its stable level later than Line 4 and always has a lower risk. There are two reasons to explain this phenomenon. First, the \(l=5\) case has two more periods in which the \(\alpha\)-cost involves a portion of committed production levels than the \(l=3\) case. Second, for the periods after \(t+l\), the \(\alpha\)-cost, \(\frac{1}{l} \sum_{k=0}^{l-1} K_{t+i+k}\) is an average of \(l\) random variables. Analogous to a random variable representing a sampling distribution, the more identically distributed random variables in the average, the smaller the standard deviation \((s_X = s/\sqrt{n})\). Even though in the \(\alpha\)-cost case, the variables are not identically distributed, the difference in their variances is getting smaller after \(t+l\). This explains why longer lead times reduce the risk of the \(\alpha\)-cost. However, it requires the manufacturer to commit to a production level earlier, resulting in a higher forecast error.

Fig. 7 shows the net cash flow \((IN_{t+i} - O_{t+i})\) with its three standard deviation range where \(r=4, p=3\), \(l=3\), \(\alpha=0.8\), \(\beta=0.1\) and \(\gamma_{t+i+1} \sim Triang(0.2, 0.5, 0.8)\), \(\delta_{t+i+1} \sim Triang(0.15, 0.2, 0.25)\). The net cash flow pattern in this figure is very similar to that in its cash inflow component in Fig. 4 and bears no resemblance to its corresponding outflow pattern in Line 3 of Fig. 6. We conclude that cash inflows risks dominate the netflow risks. As a result, managing the cash inflow risk is the most important task for the manufacturer in order to control its overall cash flow risks.

4. Asset-backed securities

As shown in the previous section, the key formula to control net cash flow risks is to reduce cash inflow risks. In this section, we discuss at a macro-level, how the Asset-Backed Security (ABS) market can help reducing the cash inflow risk and in the meanwhile, lowering the CCC. From the simulation result in the previous section, the two go against each other when early collection ratio is a random variable.

We first provide some analytical results comparing the cash inflow risks generated from the constant early collection case and the \(\gamma_{t+i} \sim U(0.1)\) case. A similar comparison was made earlier along with two other distributions (See Fig. 3). However, the comparison in Fig. 3 is based on the sales of an individual firm, which may or may not be able to meet all market demands. The comparison in this section considers the whole security market where ABS originators acquire AR from more than one source. Let’s consider the same AR(1) random variable, \(D_{t+i}\), as the total accounts receivable available in the market with the same credit terms from all targeted vendors. The overall cash inflow from these vendors can be written as

\[
IM_{t+i} = (1 - c_r) R_{t+i} + (D_{t+i-r} - R_{t+i-r+1})
\]

\[
= (1 - c_r) \gamma_{t+i} D_{t+i-1} + (1 - \gamma_{t+i-r+1}) D_{t+i-r}, \quad i = 1, 2, \ldots
\]

Note that Eq. (6) is the same as Eq. (2) except that we replace the sales variable \(S_{t+i}\) with the demand variable \(D_{t+i}\) because the financial market can meet its demands within a negligible lead time. In this case, the originators bought a portion of the accounts receivable \(\gamma_{t+i} D_{t+i-1}\) at the price of \((1 - c_r) \gamma_{t+i} D_{t+i-1}\). Here, \(c_r\) is the discount factor for ABS and its value is in general lower than the trade discount the manufacturers offer to their customers [20]. At the maturity of those purchased AR, the customers pay \(\gamma_{t+i} D_{t+i-1}\) directly to the originators and \((1 - \gamma_{t+i}) D_{t+i-1}\) to the manufacturers. As a result, the benefits of ABS include: (i) It costs the manufacturers less to shorten the days in receivables through ABS than offering trade discounts. (ii) If the originators constantly
purchase a fixed portion of AR, it can lower the manufacturers’ cash inflow risks. (ii) The practice does not have any negative cash outflow impact on the customer side.

The following Lemmas provide some analytical results for the two specific scenarios under consideration which then lead to the derivation of the best ABS policy. Some asymptotic behavior similar to that in Lemma 2.1 is given. In all mathematical functions that follow, a summation term with the form, $\sum_{i=-c}^{f}$, vanishes if $e > f$.

Because $\gamma_{t+i}$ and $D_{t+i-1}$ are independent random variables, we need to know the distribution function of the product of the two random variables for analytical purposes. There are approaches to obtain the distribution functions of the product of two or more continuous random variables (see for example, [25,7,19]). However, some of them only apply to random variables with specific distributions and others use numerical approximations. In general, it is not straightforward to obtain basic statistics in closed forms for the product of two or more independent random variables. Hence, among the four distributions applied to $\gamma_{t+i}$ in Section 3, we only provide analytical results for the two extreme cases. The following Lemma gives the expected values and variances of the early receipts for the two extreme cases, representing the scenarios of complete knowledge (constant $\gamma$) and lack of knowledge (uniformly distributed $\gamma$) about the early collection pattern.

**Lemma 4.1.** When $\gamma_{t+i}$ follows a uniform distribution or is a constant, for $i = 1, 2, \ldots$, the early collection portion $R_{t+i} = \gamma_{t+i}D_{t+i-1}$ has the following properties.

$$E[R_{t+i}] = \frac{1}{2} \mu_{t+i-1}, \quad \gamma_{t+i} \sim U(0, 1)$$

$$= \gamma_{t+i-1}, \quad \gamma_{t+i} = \gamma, 0 < \gamma < 1$$

$$\text{Var}[R_{t+i}] = \frac{\sigma_{t+i-1}^2}{12} + \frac{\sigma_{t+i-1}^2}{3}, \quad \gamma_{t+i} \sim U(0, 1)$$

$$= \gamma^2 \sigma_{t+i-1}^2, \quad \gamma_{t+i} = \gamma, 0 < \gamma < 1$$

(8)

The following table lists the asymptotic behavior of $E[R_{t+i}]$ and $\text{Var}[R_{t+i}]$ when $\rho \to 0$ and $\rho \to 1$ for both cases.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\gamma_{t+i}$</th>
<th>$E[R_{t+i}]$</th>
<th>$\text{Var}[R_{t+i}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$U(0,1)$</td>
<td>$d/2$</td>
<td>$d^2/12 + \sigma^2/3$</td>
</tr>
<tr>
<td>1</td>
<td>$U(0,1)$</td>
<td>$(id+D)/2$</td>
<td>$(id+D)^2/12 + (i\sigma^2)/3$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$\gamma d$</td>
<td>$\gamma \sigma^2$</td>
<td>$\gamma^2 \sigma^2$</td>
</tr>
<tr>
<td>1</td>
<td>$\gamma$</td>
<td>$\gamma (id+D)$</td>
<td>$i\gamma^2 \sigma^2$</td>
</tr>
</tbody>
</table>

**Proof.** See Appendix A.

From Lemma 2.1 and Eq. (8) of Lemma 4.1, when $\gamma_{t+i}$ is a constant $\gamma$, the variance for $R_{t+i}$ is much smaller than when $\gamma_{t+i}$ follows a uniform distribution, $U(0,1)$, because we assume $\sigma$ is much smaller than $d$, which leads to $\gamma^2 \sigma_{t+i-1}^2 \ll \mu_{t+i-1}^2/12 + \sigma_{t+i-1}^2/3$. 

**Lemma 4.2.** When $\gamma_{t+i} \sim U(0,1)$, the expected cash inflow at time $t+i$ is

$$E[IM_{t+i}] = \frac{1}{2} (1-c_r)\mu_{t+i-1} + \frac{1}{2} \mu_{t+i-r}$$

(9)

and the variance is

$$\text{Var}[IM_{t+i}] = (1-c_r)^2 \text{Var}[R_{t+i}] + \text{Var}[R_{t+i-r-1}]$$

$$+ \frac{(1-c_r)}{2} \rho^{-1} \sigma_{t+i-r}^2$$

where the values of $\text{Var}[R_{t+i-r}]$ and $\text{Var}[R_{t+i}]$ can be found from Lemma 4.1

**Proof.** See Appendix A.

**Lemma 4.3.** When $\gamma_{t+i} = \gamma$, $0 \leq \gamma \leq 1$, the expected cash inflow at time $t+i$ is

$$E[IM_{t+i}] = \gamma (1-c_r)\mu_{t+i-1} + (1-\gamma)\mu_{t+i-r}$$

(10)

and the variance is

$$\text{Var}[IM_{t+i}] = \gamma^2 (1-c_r)^2 \sigma_{t+i-1}^2$$

$$+ (1-\gamma)^2 \sigma_{t+i-r}^2$$

$$+ 2\gamma(1-\gamma)(1-c_r)\rho^{-1} \sigma_{t+i-r}^2$$

(11)

**Proof.** See Appendix A.

As we learned that applying a constant early collection rate is the best way to achieve some early collection (lowering CCC) without boosting cash inflow risks, the following lemma establishes the best ABS policy in terms of the early collection rate.

**Lemma 4.4.** Let $\bar{\gamma}$ be the best early collection ratio to minimize the cash inflow risk to the manufacturers.

1. $\bar{\gamma} = \frac{1}{1-(1-c_r)^2}$ when $\rho \to 0$.
2. $\bar{\gamma} \to 0$ when $\rho \to 1$.
3. If $\rho$ is not very close to 1, say $\rho < 0.9$, the best policy for $\rho \to 0$ produces good results.

**Proof.** See Appendix A.

According to Lemma 4.4, the best securitization policy under most circumstances is to set $\gamma$ close to $\frac{1}{2}$ because $c_r$ is usually very small (less than 2%). The only exception is when demands between successive periods are highly dependent ($\rho \to 1$). Under such circumstances, the best policy to minimize cash inflow risks
is to keep all AR (γ=0) which reduces Var[IM_{t+i}] to σ_{t+i}^2 \to (i-r)σ^2 according to (11) and Lemma 2.1.

It is more complicated to establish similar analytical results for individual manufacturers based on their sales because the forecast errors and inventory factors prohibit direct application of Lemma 2.1 on the sales variable, St_{t+i}. However, the cash inflow risk under demand and sales behave similar to each other as observed in Fig. 8. In the figure, the lines std(S[0(1)]) and std(S[0.5]) depict the same simulated cash inflow risks for the uniform distribution and constant γ=0.5 cases in Fig. 3 respectively based on St_{t+i}. The two lines D[U(0,1)] and D[0.5] are obtained based on the analytical result in Lemmas 4.1, 4.2, and 4.3 using the same parameters. The two demand based lines are very close to the two sales based lines due to the fact that σ very close to the two sales based lines due to the fact that σ ≈ d and SS=3σ. As a result, we expect the same policy to benefit individual vendors in a similar manner.

5. Conclusion

This study provides an insightful look at supply chain cash flow risks using a simple supply chain configuration and an AR(1) demand series. It describes the behavior of cash flow risks (standard deviations) with respect to trade terms and processing lead time related factors. Although the model is overly simplified, it clearly explains the reasons why it is difficult to balance between aggressively pursuing lower CCC and tightly controlling cash flow risks, especially for organizations with limited cash reserves. Under the same analytical framework, further simulation experiments can be extended to incorporate more sophisticated demand forecasting models ([13]) and additional supply chain risk factors ([2]).

Asset-backed Securities (ABS) have been maturely developed on financial instruments such as mortgages and credit card loans. However, only a small portion of accounts receivable is financed through ABS, resulting in higher financing costs to support supply chain operations ([12,20]). As seen in this analysis, ABS has the potential of lowering both the CCC and cash flow risks. The cost of securitization can be significantly reduced due to the development of information technologies used by supply chain members to share the physical flow information. Moreover, timely and accurate supply chain information can improve the credit ratings of the resulting securities, leading to a lower financial cost.

There are several directions for future research based on the result of this study. First, the result can be used in a cash forecast and budget control system to incorporate the risk factors into an optimization model for planning future cash related activities. Second, the causal relationship between the physical flow and cash flow may be used as a tool in a fraud prevention/detection system. Third, one may also study the selection and packaging process of ABS. On the information technology side, further study is needed to identify the best practice to integrate/standardize IT infrastructure between ABS originators and supply chain members to facilitate the securitization process.

Appendix A. Proofs of Lemmas

Lemma 2.1. Proof

The following proof is based on the fact that

\[ D_{t+i} = (d + \rho d + \rho^2 d + \cdots + \rho^{i-1} d) + \rho^i D_t + \rho^{i-1} \varepsilon_{t+i} + \rho^{i-2} \varepsilon_{t+i-2} + \cdots + \rho^0 \varepsilon_{t+1} \]

\[ = d(1 - \rho^i) + \rho^i D_t + \sum_{k=1}^{i} \rho^{i-k} \varepsilon_{t+k} \]

(1) \[ \mu_{t+i} = E \left[ (1 - \rho^i) \right] + \rho^i D_t + \sum_{k=1}^{i} \rho^{i-k} \varepsilon_{t+k} = d(1 - \rho^i) + \rho^i D_t \]

The result for \( \rho \to 0, \pm 1 \) follows from substituting \( \rho \) with 0, ±1.

(2) \[ \sigma_{t+i}^2 = \text{Var} \left[ \sum_{k=1}^{i} \rho^{i-k} \varepsilon_{t+k} \right] = \sigma^2 \sum_{k=1}^{i} \rho^{2(i-k)} = \sigma^2 \left( 1 + \rho^2 + \rho^4 + \cdots + \rho^{2(i-k)} \right) \]

The result for \( \rho \to 0, \pm 1 \) follows from substituting \( \rho \) with 0, ±1.

(3) \[ \text{Cov} [D_{t+i}, D_{t+j}] = E [ (D_{t+i} - \mu_{t+i}) (D_{t+j} - \mu_{t+j}) ] = E [ \sum_{k=1}^{i} \rho^{i-k} \varepsilon_{t+k} \sum_{j=1}^{j} \rho^{j-k} \varepsilon_{t+j} ] = E [ \rho^{i-j} \sum_{k=1}^{i} \rho^{2(i-k)} \varepsilon_{t+j+k} ] = \rho^{i-j} \sigma_{t+i}^2 + \sum_{v \neq w} \rho^{i-j} \sigma_{v+w}^2 A_{v+w} = 0 \]

The result for \( \rho \to 0, \pm 1 \) follows from substituting \( \rho \) with 0, ±1 and \( \sigma_{t+i}^2 \) by \( \sigma^2 (1 + \rho^2 + \rho^4 + \cdots + \rho^{2(i-1)}) \).

\[ \square \]

Lemma 4.1. Proof

The proof for the case when \( \gamma_{t+i} \) is a constant is straightforward. We only show the proof when \( \gamma_{t+i} \sim U(0,1) \).
Lemma 4.2. Proof

(1) \[ E[R_{t+i}] = E[\gamma_{t+i}] E[D_{t+i-1}] = \frac{1}{2} \mu_{t+i-1} \] because \( E[\gamma_{t+i}] = 1/2 \).

\[ \text{Var}[R_{t+i}] = E[\gamma_{t+i}^2 D_{t+i-1}^2] - E[\gamma_{t+i}]^2 E[D_{t+i-1}]^2 \]
\[ = E[\gamma_{t+i}^2] E[D_{t+i-1}^2] - E[\gamma_{t+i}]^2 E[D_{t+i-1}]^2 \]
\[ = \frac{1}{3} (\sigma_{t+i-1}^2 + \mu_{t+i-1}^2) - \frac{1}{4} \mu_{t+i-1}^2 \]
\[ = \mu_{t+i-1}^2/12 + \sigma_{t+i-1}^2/3. \]

The values of \( E[R_{t+i}] \) and \( \text{Var}[R_{t+i}] \) when \( p \to 0 \) and \( 1 \) are obtained from applying the result in Lemma 2.1 to (7) and (8).

Lemma 4.4. Proof

(1) \[ E[\text{Var}[IM_t]] = E[(1-c_r) R_{t+i} + D_{t+i-r} - R_{t+i+r-1}] = (1-c_r) E[R_{t+i}] + E[D_{t+i-r}] - E[R_{t+i+r-1}] = \frac{1}{2} E[D_{t+i-r}] \] and the last term \( E[R_{t+i}] = \frac{1}{2} \mu_{t+i-1} \) from Lemma 4.1. Thus, \( E[\text{Var}[IM_t]] = \frac{1}{2} (1-c_r) \mu_{t+i-1} + \frac{1}{2} \mu_{t+i-1} \).

(2) Let \( \bar{\gamma}_{t+i-r} = 1 - \gamma_{t+i-r} \). Since \( \bar{\gamma}_{t+i-r} \) is also distributed uniformly between 0 and 1, \( \text{Var}[\text{Var}[IM_t]] = \text{Var}[(1-c_r) \gamma_{t+i} R_{t+i} + D_{t+i-r} - (1-c_r) \gamma_{t+i} R_{t+i+r-1}] = (1-c_r)^2 \text{Var}[R_{t+i}] + \text{Var}[R_{t+i+r-1}] + 2(1-c_r) \text{Cov}[R_{t+i}, R_{t+i+r-1}] \) where \( \text{Cov}[R_{t+i}, R_{t+i+r-1}] = E[\gamma_{t+i} R_{t+i} R_{t+i+r-1}] - \frac{1}{4} E[D_{t+i-r}] E[D_{t+i+r}] = \frac{1}{4} \text{Cov}[D_{t+i-r}, D_{t+i+r}] = \frac{1}{4} \rho^{r-1} \sigma_{t+i-r}^2 \). The second order condition \( \rho^{r-1} \sigma_{t+i-r}^2 \) from Lemma 2.1 (3).

Lemma 4.3. Proof

The proof is similar to that of Lemma 4.2 except that \( \gamma \) is a constant instead of a random variable.

Lemma 4.4. Proof

The proof focuses on the period \( t+i, i > r \) because when \( 1 \leq i \leq r \), the result is affected by the realized portion of the cash inflow \( D_{t+i-r} \) in Eq. (6). The first order condition of (11) is

\[ \frac{d}{d\gamma} \text{Var}[IM_t] = 2 \gamma(1-c_r) \sigma_{t+i-1}^2 - 2(1-\gamma) \sigma_{t+i-r}^2 \]
\[ + 2(1-2\gamma)(1-c_r) \rho^{r-1} \sigma_{t+i-r}^2 = 0 \]

and the second order condition is

\[ \frac{d^2}{d\gamma^2} \text{Var}[IM_t] = 2(1-c_r)^2 \sigma_{t+i-1}^2 + 2\sigma_{t+i-r}^2 \]
\[ - 4(1-c_r) \rho^{r-1} \sigma_{t+i-r}^2 > 0 \]

(1) According to Lemma 2.1, when \( p \to 0 \), \( \sigma_{t+i}^2 = \sigma^2 \) for \( k = 1,2, \ldots \) and the first order condition reduces to \( \sigma^2 [2\gamma(1-c_r)^2 - 2(1-\gamma)] = 0 \) which implies that \( \gamma = \frac{1}{1+c_r} \). In addition, the second order condition, \( 2\sigma^2 [(1-c_r)^2 + 1] \geq 0 \) always holds since \( c_r \ll 1 \).

(2) When \( p \to 0 \), \( \sigma_{t+i}^2 = k \sigma^2 \) for \( k = 1,2, \ldots \) and the first order condition can be written as \( \bar{\gamma}_{t+i} = \gamma_{t+i} = \frac{c_r}{1+c_r} \). The second order condition \( c_r^2 t_{t+i} r + (r-1)(1-2c_r) > 0 \) always holds because \( i > r \geq 1 \) and \( c_r \ll 1 \). \( \bar{\gamma}_{t+i} \) is a small number dependent on \( i \) and produces a \( \text{Var}[\text{IM}_{t+i}] \) slightly smaller than \( \sigma^2 \) for all \( i > r \). Choosing a common \( \gamma = 0 \) across all \( i \)'s generates \( \text{Var}[\text{IM}_{t+i}] = \sigma^2 \), which is very close to the optimal result.

(3) In general, \( \sigma_{t+i}^2 = \frac{e^{1-\rho^r}}{1-\rho^r} \) from Lemma 2.1. The value of \( \rho^r \) declines exponentially as \( i \) increases. Thus, unless \( p \) is very close to 1, the risk behavior is closer to that of \( p \to 0 \) than \( p \to 1 \).
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